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Workshop presentation #1  Thursday 24 September, 15:00 

Introduction to the SVD and its classic applications 

Michael Greenacre, Universitat Pompeu Fabra, Barcelona, Spain 

The singular value decomposition (SVD) is probably the most useful result in linear algebra, with 
many applications in all areas of multivariate statistical analysis.  In this introduction I will  

• define the SVD, reduced and complete, as well as its variants and generalizations,  

• demonstrate some of its theoretical benefits, 

• give several alternative geometric interpretations,  

• briefly discuss its computation, 

• show how its property of low rank matrix approximation is at the heart of a wide variety 
of multivariate methods. 
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Workshop presentation #2  Thursday 24 September, 16:00 

Modern developments of the SVD 

Trevor Hastie, Stanford University, Palo Alto, California, USA 

A low-rank SVD  is one of those happy situations when an exact solution is available to a 
nonconvex optimization problem. Perturb the problem slightly, and you might be sunk. The 
nuclear norm is a convex relaxation of the rank of a matrix. In this talk I will discuss the use 
nuclear-norm regularization in the context of matrix completion, an important tool used with 
recommender systems. 
 
In this talk I will discuss:  

• missing values and the matrix completion problem,  

• nuclear-norm regularization and the softImpute algorithm 

• connections with alternating least squares 

• large scale implementations of  softImpute 

• other applications of nuclear-norm regularization 
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Workshop presentation #3  Friday 25 September, 9:30 

SVD computation and updating for large data sets 

Alfonso Iodice D'Enza, University of Cassino, Italy 

Angelos Markos, Democritus University of Thrace, Alexandropoulis, Greece 

For large-scale problems, computing the singular values and vectors of a matrix can be 
impractical or prohibitive. When data is produced at a high rate (data flows), classic SVD cannot 
be performed without retaining all data in memory.  Numerous methods have been proposed to 
handle these problems in a computationally efficient way. In this introduction we will  

• review incremental SVD computation techniques  

• discuss areas of application  

• focus on a family of sequential decomposition techniques with desirable properties 

• describe incremental versions of representative multivariate methods  

• present R implementations of these methods 
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Workshop presentation #4  Friday 25 September, 11:30 

Multiway extensions of the SVD 

Pieter Kroonenberg, University of Leiden, The Netherlands 

 In this presentation I will discuss the extension of two-way SVD to three-way SVD variants – 
there is not a single one which has all the properties of the two-way SVD. I will mention 
multiway extensions in passing. The idea is to explain why it is necessary to consider such 
extensions at all, what the major characteristics are and which problems arise and which vistas 
open up. A sketch of technical issues involved will be given with appropriate references to the 
nitty-gritty of it all. An example will presented in some detail (a woman with a triple personality 
will be dissected) and available software will be exposed. 

• Three-way data: profile data; three-mode rating data  

• From two-way SVD to three-way SVD and higher-order (or multiway) SVD  

• Why is two-way not enough? A three-way example. 

• Useful graphics (joint biplots; single component line plots) 

• Some more technical details (preprocessing, computation, missing data) 

• Software (3WayPack, R programs, MatLab programs) 
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